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Two level iterative type explicit schemes*

P.V. Banushkina

In the paper, we continue the investigation carried out in [1], namely, another
approach to design two level explicit schemes for solution of the boundary value
parabolic problems is proposed. The paper is founded on the combination of ap-
proaches from works [1, 2].

1. The original family of explicit-implicit
schemes

Let H;, @ = 1,2, and H = H; x H; be the real finite-dimensional Hilbert
spaces with inner product (-,-); and (-,-), respectively. Let A;; : H; — H;,
t = 1,2, and A;5 : Hy = H; be linear continuous operators, such that A;;
are self-conjugated and positive definite in H;. Here AT, : Hy — H, is the
operator conjugated to A;z. Define the operator A : H — H as a matrix
operator of the following form:

A Ap
A= [ ] .
AT, Ax

A is a self-conjugated operator in H. In the sequel, it is supposed that
A is positive semi-definite operator. It is well-known [3] that necessary
and sufficient condition for that is positive semi-definiteness of the Sura
complement Szo(A) = Agy — AT, AT Ap,:

(S22(A)uz,u2)2 >0 Vuy € H,. (1.1)

Consider the following difference scheme in the spaces H; and Hs:

u = ul
= tAnuf + A = f7, (1.2)
T
T + AT2U?+1 + Azzug+1 = f2n, (13)

where At is a time step. Reduce scheme (1.2), (1.3) to a canonical two-layer
scheme in H [4]. For this end expand the second equation
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(E + AtAp)ul™ — uf + AtATu™! — Atf]
= (E+ AtAgg)(uQ"'l —uy) + AtAﬂ(u’l"“ —ul)+
AtAxpul + AtATu} — Atfl.
Thus we obtain
n+l u:i:

u
AtA'fz_l_.,F

n+l _ . n
(u2 u’2) +AT

WP + Aggu} = £ (14)

Taking into account (1.2) and (1.4) write down the two-layer canonical

scheme in H

un+1 —ut
At

where f* = (fF, f)T € H, u* = (u},u})T € H, By : H — H is the matrix

operator of the form

En O12
B, = : : (1.6)

B + Au™ = f7, (1.5)

Let us investigate the stability of scheme (1.6).

Theorem 1. Let the condition
At
- ullg <1 (1.7)

be satisfied, then for any u € H the ineguality (Biu,u) > 0.5At(Au,u)
holds.

Proof. Verify positive semi-definiteness of the operator

Dz&—%A

For this purpose represent D in the following form: D = DO 4 D) where

D(O) _ [Ell - %All O12 ] D(l) _ [ On —%51412 ]
O2 Eyp + 5tAn )’ AT, O )

Positive semi-definiteness of the operator D{?) follows from condition (1.7).
Verify positive semi-definiteness of the operator DM, Since D) is a skew-
symmetric matrix, then (DWy,u) = 0. Thus D = DO 4+ pM) > 0. a
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2. Stability of iterative type schemes
Rewrite equation (1.3) in another form
(Bag + AtAgo)u ™! = uf — AtATul ! + Atf] = g (2.1)

Our aim is to replace problem (2.1) by some other problem with preserving
approximation and stability of the method. Let C be some square K x K
matrix, where K is the dimensionality of H. Introduce the vector v as

v=Cu" + Atf", (2.2)

n+1
2

where v7 = (vf,v3). Seek the vector u?*! in the following form:

uy*! = Lvz + Qg5 (2.3)

where L and Q are K3 X K3 matrices, where K3 is the dimensionality of H,.
The vector u}"! as earlier is determined from (1.2). Further it is supposed
that Q is definite matrix. From (1.2), (2.1), and (2.3) it is easy to obtain
the system

un+1 _ U?
L At Apul + Ajpul = f,
n+1 n n+1 n '
U —uj 1Y%y Uy (2.4)
AtAj, A +Q At +
ATt + E(Q '~ Exn)u} - EQ 1Lvy = 7,
or n+1 1
U —uy" n_ 1 0 o
B—g—+R" - g [ Q'Lu, ] =1 (2.5)
where
_ [ Eynn Oz ] R— [An Axp ]
AtAT, Q1) AT, #(Q7'—En)

In the sequel, we will use the matrices Dy, D;, and D of K x K of the
form

011 Or2 ] On O12 ] '
Do = , Dy — , D=E+D,.
0 [ O Q7L ' [021 Q 1—Eyp—AtAy 2
Note that
R=A+—D O ) = Do(Cu” + Ats)
- At L Q“lng -0 _ '

Using introduced notation rewrite (2.5):
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Bun+l —
At

Define the matrix C and relation between matrices Dy and D; by the fol-
lowing equalities:

1
+ (A + (D - DOC‘))u" — Dym (2.6)

C=E—Atd, Dy=D,.

The first of these equalities means that according to (2.2) the vector v is
obtained as a result of using the explicit Euler scheme, namely, this equality
provides approximation in spite of the choice of the matrix Q. Second
equality means that

Q'L = Q7! - Ex — AtAg, (2.7)
from where
L =FEy — Q(Ezg + AtAzg). (28)
Then scheme (2.6) takes the form
uﬂ+1 — " n n
BT + DAu™ = Df .

Require that the matrix D is definite. Noting that B = B; + D, = B; +
D — FE, we obtain

un+1 — "
(E+DYB; - E))T + Au™ = fm, (2.9)
Denote B = (E + D~1(B; — E)) and investigate the stability of the scheme
yntl _ . n
B "% gy = gm (2.10)

At

with respect to initial data supposing that f® = 0 is a null element of the
space H.

Theorem 2. Let conditions

At[|Anlly <1, (2.11)
1
L)y < —= 2.12
Q"L < 7 (2.12)
be satisfied. Then for any u € H the inequality
. A
(Bu,u) > {(Au,u), (2.13)
holds and the estimate ‘
(Au™,u") < (Au%W), n=1,2,..., (2.14)

takes place.
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Proof. Since the space H is real so for any v € H (Bu,u) = (Bou,u),

where By = (B + BT) where BT is the operator conjugated to B, i.e., By
is a self- conjugated operator. Thus, for the proof of (2.13) 1t is suﬁicxent
to verify positive semi-definiteness of the operator D = By — AtA Write

down the operators B and By:

_ [ Eq O12 ]
At(Q! — Atdy)'AT, AHQ7! - Atdyy)'Agy + By )’
Bo = [ Eyy SHAT(Q ! — Atdy) ! ]
o SHQ™ — AtAy)rAT, AHQ7 - AtAy) ' Ag + En

5o [ En — 45t An SEAT(Q ' L+ Ep) -5t A ]
SHQ IL+Eyn) 1AL -5 AT, AH(Q'L+Ex) tAn+En—A4tAs )

Here we used an equality (Q~ 1 AtAzg) = (Q 1L+ Ey3)~1, which follows
from (2.7). Represent D in the form D = D' + D"

D — [Eu — AtAy;; Oz ]

O O22
D" — E[ All A12G ]
2 (GAT, 2GAx + %Exn + A

where G = (Q7'L + E3;)"! — Ey. From condition (2.11) positive semi-
definiteness of the operator D' follows immediately. Furthermore, since Ay,
is a positive definite operator, then for positive semi-definiteness of D" it is
sufficient to verify positive semi-definiteness of the Sura complement [3]

2
Szz(D") == 2GA22 + EEM + A22 GA12A AuG

Let Q and L be matrix polynomials with respect to As;. In the sequel it
will be shown how to construct them. Then @, L, and G are self-conjugated
and transposing with As; operators. As follows from (1.1), it is sufficient to
verify positive semi-definiteness of the operator

Sa2 = 2G Azs + Agy — GApG = Ap(2G + Epy — G?). (2.15)
Since A2z > 0 hence for positive semi-definiteness of gzg it 1s sufficient
2G4+ Eq — G2 >0

or .
G? - 2G — By < 0. (2.16)
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Since G is self-conjugated operator, its eigenvalues are real, and eigenvectors
form the complete orthogonal system in Hy [3]. If x is an eigenvalue of G,
then A = p? —2u — 1 is an eigenvalue of the operator P(G) = G% —2G — Ej;
Thus to satisfy (2.16) it is necessary (1 — v/2) < A < (1 + +/2). Hence

(1 — \/§)E22 < (Q—lL + Ezz)—l — FEyp < (1 =+ \/E)Ezz.

It is valid under the condition

1
“Ulliay £ —.
Q™ Lz < 7

Hence Sz, > 0, from where positive semi-definiteness of the operator D"
follows. Thus inequality (2.13) is proved. And finally (2.14) is immediate
consequence of (2.13) and [4, Theorem 1, p. 303]. a

Now investigate stability of scheme (2.10) with respect to the right-hand
side. It is known [5, Theorem 5, p.172] that if to consider scheme (1.11)
with uniform initial data and to require an equality

U | '
B> §(EE + AtA) Yue H, >0 (2.17)
to hold, then an estimate

1m—1 4
m o.my < n .
(Au™,u™) < - > At (2.18)

n=0

takes place.
Theorem 3. Let conditions (2.12) and
At”‘411”(1) £l=g; EE (01 1)) (219)

be satisfied. Then (2.17) holds and in the case of the uniform initial data
the inequality (2.18) takes place.

Proof. Similarly to the proof of Theorem 2.1 represent the operator D=
Bg — 1(eE + AtA) in the form D = D' + D" where

D = [ (1-£)En — H“AtA;; On ]
On 02 )’

Dn - é_f [ WAII AIZG ) ]
2 \GAL, 2GAxn + ZEn+An— £FEn)’

‘w > 0 is a number. Let w = 1/(1 — €). Then the equality
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¢ 1+w e At
1- 9By -~ CAtay = (1- ¢ -
( 2) 11 5 AtAy ( 2)(311 l—eAll)

takes place and D' > 0 under condition (2.19). Verify that D" > 0. For
that it is sufficient to show that the Sura complement

2 €
S32(D") = 2G Az + APzt An - g B —
GALy (1 — &) A A12G + (1 — €)G A G
is positive semi-definite. Taking into account (1.1) it is sufficient to show
positive semi-definiteness of the operator

S22 = 2G Agy + Agy — GApG = Agy(2G + Eoy — G?)

In Theorem 2.1, it was proved that ggg > 0 under condition (2.12). Thus
D" >0, and inequality (2.17) is valid. The estimate (2.18) follows immedi-
ately from (2.17) and [5, Theorem 5, p. 172]. O

3. Choice of scheme parameters

In this section, consider the way of construction of the matrices L and Q.
Let the vector uj ! be calculated as a result of s steps of iterative process
"U'g = V2,

k_ k-1
2% + (E22 + AtAzZ)'Ug_l —92 =0, k=1,...,s (3:-1)

Tk

n+l _ .8
Uy~ = Uy,

where v, and g7 are given according to (2.2) and (2.1). Denote
Z = (Egp + AtAs). (3.2)
Expand (3.1) step by step
vy = (B — 1 Z)03 + 1165,
v; = (Bxa — 12 Z)v; + Tag}

= (B2 — 12Z)(E2y — 1 Z)0) + 11 (B2 — 22) g} + 7203,

8

’U; = (H (Ezz — TkZ))Ug + (T3E22 + Ts»l(EZZ - TSZ) +
k=1

Ts—2(E22 — 7Z)(Egg — T5—1Z) + ... +
Tl(Egg - TSZ) X ... X (Egz — TQZ))g?. (33)
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Write down an identity
By = 27 (2 — Exp + Ep) = Z7 — Z7Y(Byy — 1, 2) (3.4).
Substituting (3.4) to (3.3), we obtain

3

ol = (H (Egg — TkZ))Uz + 2z (E22 (B - TkZ)) ar.

k=1 k=1
Then
uy™ = Ly(Z)v2 + Q,-1(Z)g3, (3.5)
where '
L(2) = [[(Bzz —12), Qur(2) = 2\ (Bn— Lo(2)).  (36)
' k=1

The matrices L;(Z) and Q,_1(Z) are given by the polynomials L,(}), and
Qs-1(A) (Qs-1(A) is a polynomial because L,(0) = 1). In the capacity of
L and Q, let us take the matrix polynomials L,(Z) and Q,_1(Z). It is
possible to do this since equality (3.5) corresponds to representation (2.3)
and second part of equality (3.6) easy transforms to condition (2.7). Notice
that for eigenvalues of the matrix Z = Eyy + AtAgs it is held \ € (1,8] (A2z
and Z(Aj) are self-conjugated operators, hence A\(Z) = 1 + Atp(As)),
where the upper limit of the eigenvalue 3 can be easy calculated with the
use of the Gershgorin circles. Then to satisfy the condition of stability (2.11)
it is sufficient

1 _ L®) _ 1
TS Sy e &0

There arises the problem to find the polynomial of the form

8

L = [[a-n (3.8)

k=1

of minimal degree such that inequality (3.7) holds, where Q,_,(\) = (1 —
Ly(A))/A. Below it will be pointed a polynomial which gives asymptotically
the best result (when f3 is big) than the Chebyshev polynomial of first kind
reducing to segment [1, 3]. Notice that for implicit schemes we are interested
in the case when 7 > h?, i.e., the case of big 8 = O(r/h2). We will consider
the polynomial introduced in [6] and used in a number of works. Consider
a function 1= Type(1 - 22)
—dsp1lL — AT
la(ﬁﬂ) = 2(3 T 1)2;5 )

where T;1(y), y € [-1,1], is the Chebyshev polynomial of first kind of the
degree s+ 1. The function /,(z) is the polynomial of the degree s of the form

z e 0,1], (3.9)
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(1-a/x;) x -+ x (1 - z/z,) with the roots zj = sin2 "—" € [0,1] where 0 <
ls(z) <1, (0) = 1. Further consider the function q,ml(a:) (1 —=1(z))/z.
It is easy to note that g,_ 1(.7:) is the polynomial of the degree s — 1 and, fur-
thermore, ¢;—;(z) > 1— (s+1)2 >0 when z € [0,1] [1]. Let Ly(A) = I,(A\/B).
According to the second equality of (3.6) Q,_1(\) = 8- 1g,_1(\/B). Notice
that the matrix L,(Z) is positive semi-definite, the matrix Q,_;(Z) is posi-
tive definite and these matrices are permutable. Then there exists positive
semi-definite matrix R,(Z) = Q;';(Z)L4(Z), ie., corresponding rational
function Rs(A) > 0 in [1,4], and hence the left-hand side of inequalities
(3.7) holds. Clear up under what conditions the right-hand side of inequali-
ties (3.7) takes place. Consider the function r(z) = I,(2)/gs_1(z). We need
the following

Lemma. Let s > [\/ (vV2+1)8 }, where [-] is an integer part of a number.

Then

1
7'3(75) < ——‘\/5_61

a, a € [ag,m/2], where sin® ag = 1/83. Direct calcula-

z € [1/6,1].
Proof. Let z = sin?
tions give

sin? asinz(s + 1)a

(s + 1)2sin a — sin?(s + 1)a

rs(z) =

From condition of the lemma there follows (s + 1)2 > (v/2 + 1)8. Then

12
(s +1)*sin® a — sin’(s + 1o > (s +1)%z — 1 > (8; )

—12>+2, (3.10)

henc
€ z

(s+1)2z -1
Notice that this inequality transforms to the equality, when sin?(s+ la=1.

Right-hand side of the above inequality decreases with respect to z and has
maximum, when = 1/8. Then according to (3.10)

rs(z) <

1/8 1
”(3)5(3+1)2/ﬁk1§\/§ﬁ‘ 0O
Since
L) _ LB o
Qs-1(A) q,wl(,\/ﬁ)ﬁ =r1s(A/B)B,
hence
Ls(A) 2 1
Qs—1(A) — /2

Thus, inequality (3.7) holds that corresponds to holding the condition (2.12).
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